CLUSTER BASED IN NETWORKING CACHING FOR CONTENT CENTRIC NETWORKING
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Abstract: With the Internet architecture changing from host-centric communication model to content-centric model, Content Centric Networking (CCN) has emerged. One distinctive feature of CCN infrastructure is in-networking caching. As cache capacities of routers are relatively small compared with delivered data size, one challenge of in-networking caching is how to efficiently use the cache resources. In this paper, we proposed a cluster-based in-networking caching mechanism to improve the cache hit ratio and reduce caching redundancy for CCN. We designed the improved K-medoids cluster algorithm to cluster the whole network into k clusters and Virtual Distributed Hash Table (VDHT) to efficiently control and manage the resources stored in each cluster. We also proposed different policies for intra cluster routing and inter cluster routing to effectively forwarding requests. Compared with representative on-path caching schemes and hash scheme by simulation, we concluded that our cluster-based in-networking caching mechanism can improve the cache hit ratio and reduce link load of networks.
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1. INTRODUCTION

With the Internet architecture changing from host-centric communication model to content-centric model, several Information-Centric Network (ICN) architectures have been proposed, e.g., TRIAD [1], DONA [2], CCN/NDN [3]. As the CCN/NDN (Content-Centric Networking/ Named Data Networking) architecture is the most popular one, in this paper, we carry our work under the framework and the terminology of CCN/NDN. Furthermore, we use CCN instead of NDN for the method we designed is applicable to a wider class of CCN designs. In CCN, contents are retrieved directly by their names, instead of locations. CCN is designed inherently focused on content distribution rather than host-to-host connectivity. Content in CCN is distributed in a scalable, cost efficient and secure manner. The change from host-centric to content-centric has several attractive advantages, such as network load reduction, low dissemination latency, and energy efficiency [3]. While the general infrastructure of CCN is in-networking caching, which allows any elements in the network to store caching have been widely carried out in the past [4].

While caching in CCN has its own content-oriented features. First of all, caching is a native property of routers in CCN. In CCN, request caching and content caching should be handled at the same network layer. That makes content retrieval and replacement be considered at line speed [5]. More clearly, a router should check if its local content store has the requested content before it sends a request to next hop. Secondly, the placements of the ubiquitous caches are arbitrary, but not hierarchical, which make caching in CCN different from Web-caching and Content Delivery Network (CDN). At last, as content chunks in CCN are identified by the unique names, different applications could use same cache space in a router at the same time. This is the most basic feature of caching in CCN, which make it different from web, CDN and P2P. In-networking caching is the distinctive feature of CCN infrastructure and plays an important role in terms of system performance. In-network caching mechanism can avoid wasting network bandwidth due to the repeated delivery of
popular content. Additionally, it can reduce response time for content by placing the content closer to users. The challenges surrounding in-networking caching involve cache placement, cache placement and network cache model, etc. However, Kutscher, et al [6] define three key issues which influence the performance of in-networking caching system, i.e., cache placement, content-placement, request-cache routing. Cache placement mainly focus on deciding which nodes are supposed to upgrade for in-networking caching in a domain, which are mainly related with the whole network planning, such as, the network topology, traffic and positions [7], [8]. As for content-placement, it is an issue about the distribution policy of contents across in-networking caches in a domain. However, request-cache routing solves the problem of actions taken for a content request corresponding to node caches.

Above all, in this paper, we focus on the content placement issue and the request-cache routing issue. As in-networking caching is so important for CCN, lots of in-networking caching strategies have been presented till now. There are mainly three caching strategies for in-networking caching. The “on-path catching” strategy is the one which allows contents to be cached temporarily at nodes on the path from content providers to consumers. This strategy reduces bandwidth consumption and content retrieval time by allowing contents closer to consumers. However, it has been demonstrated that this strategy is not optimal as it may imply a high content replication that limits the maximum number of contents that can be cached inside a domain [9], [10]. Therefore, “off-path caching” is an alternative strategy that can avoid duplications and can significantly increase the overall hit radio [10].

While, the “off-path caching” limited the scalability of CCN for its per-content state required for routing. Hence, mixed techniques were proposed, like SCAN [11], which mix features of on-path and off-path techniques. The idea in this paper is motivated by following considerations. Due to content popularity, often, the same content is accessed by many users, which makes network traffic exhibit high redundancy. Furthermore, even CCN enables individual nodes to reduce redundancy by managing a local cache, redundancy can freely appear across different nodes as the default ubiquitous LRU caching scheme and the support of multi-path routing. These two aspects motive us to consider that controlling the redundancy level is a critical issue to improving the systematic caching performance of CCN. The goals, our scheme aim to achieve, are improving cache hit, which means reduction in bandwidth usage, reducing caching redundancy, efficient utilization of available cache resources, and balancing distribution of content among the available caches.

To achieve the above goals, we proposed the cluster-based in-networking caching for CCN. Through dividing nodes of network into clusters, we make sure that no cache redundancy happens in a cluster to improve cache diversity. In order to efficiently control and manage the state of cache in a cluster, we use a distributed hash table. This strategy reduces bandwidth consumption and content retrieval time by allowing contents closer to consumers. However, it has been demonstrated that this strategy is not optimal as it may imply a high content replication that limits the maximum number of contents that can be cached inside a domain [9], [10]. Therefore, “off-path caching” is an alternative strategy that can avoid duplications and can significantly increase the overall hit radio [10]. While, the “off-path caching” limited the scalability of CCN for its Per-content state required for routing. Hence, mixed techniques were proposed, like SCAN [11], which mix features of on-path and off-path techniques. The idea in this paper is motivated by following considerations.

The main contributions of this paper are:

- We proposed cluster-based in-networking caching for CCN to improve cache hit, reduce cache redundancy and improve efficient utilization of available cache resources, and balance distribution of content among the available caches.
We also designed two kinds of routing policies for cluster-based in-networking caching, i.e., inter-cluster routing and intra-cluster routing.

We evaluate the effectiveness of cluster-based in-networking caching scheme by extensive simulations. The results show that our scheme balance the cache hit radio and link load compared with other schemes.

2. BACKGROUND

In this section, we will firstly introduce the architecture of Content-Centric Networking briefly. Then, we are going to focus on proposed schemes of inter-networking caching in CCN. Though these descriptions, we built a basic conception for our work.

2.1 Content-Centric Networking

In CCN, a node has three components: the Content Store (CS), the Pending Interest Table (PIT) and the Forwarding Information Base (FIB) [12]. And there are two types of packets [3] in CCN: Interest and Data. Consumers use Interests, which containing hierarchically structured content names, to require desired data. Data stored in nodes or servers are also named in hierarchical structures, e.g., a movie produced by Youtube may have the name /Youtube/movies/Example.rmvb, which similar to a URI.

Actions are taken as follows when an Interest packet comes in a node from some faces:

i. By longest prefix matching, check whether the required data stored in the CS or not, if exits, the router return corresponding Data packet to faces the Interest coming from;

ii. If not exits, the node checks whether the PIT has the name of requested Data packet. If exits, it adds the faces that the Interest comes from into the corresponding entry of PIT;

iii. If not exits, the node creates a new entry and adds it into the PIT. Then, the node forwards the Interest to face or faces according the FIB to retrieve the requested data.

Procedures will be taken as following when a Data packet received by a node:

i. Sends the Data packet to the face or faces that marked in the corresponding PIT entry, and delete the entry;

ii. If the Data packet satisfies caching polices, the node store it into CS.

2.2 In-networking Caching in CCN

Caching has been studied for Web system, P2P systems, network system and so on, in order to improve performance of systems by reducing bandwidth usage, server load, and response time. Generally speaking, caching schemes can be classified into two types, i.e., centralized caching and decentralized caching. Centralized caching is one whose data are only distributed by a central node and request will be responded by this central node. One typical example is Web-caching.

Centralized caching mechanisms do better in controlling and managing network resources. However, it not only increases communication overhead for updating the content location, but also reduces flexibility in terms of available cache locations. Decentralized caching mechanisms cache the content at any place of network and manage the cached data by servers or routers locally, e.g., in-networking caching in CCN. In-networking caching is one of main infrastructures of CCN. As it needs no communication overhead and its operation is location-independent, in-networking caching improves system performance. In CCN, in-networking caching schemes are mainly divided into three categories: on-path caching, off-path caching [13], and hybrid techniques.

On-path caching schemes have already been studied in the past [15], which focus on the issue of cache placement [7, 16]. In CCN, Data packets in on-path caching schemes are stored in any on-path nodes [3] or a subset of traversed nodes [9, 14] as they travelling through the network. Interests are delivered according to the defined forwarding policies and Data packets will be returned in the inverse way of Interests. Representative on-path routing schemes are Leave Copy Everywhere (LEC) [12], Leave Copy Down (LCD) [15], ProbCache [14], Centrality-based caching [9].

The problems of the popularity-driven content caching [17], content location [18] etc. are attracted lots of attentions. Even the scalability of on-path caching is strong, it limits cache hits due to redundant caching of contents. Data packets in network using off-path caching are cached to node according the defined rules. Interests must be forwarded in the same rules, as Data packets are traveling the reverse ways of Interests. Generally, Interests are handled by nodes in network cooperatively [19][20]. Author Rosensweig et al. [21] proposed a method named “Breadcrumbs”. By additionally storing minimal information regarding caching history, they developed a content caching, location, and routing system that adopts an implicit, transparent, and best-effort approach towards caching. Hash technologies are also studied for in-networking caching of CCN. Author Saino et al. [13] designed five different hash-routing schemes which exploited in-network caches without requiring network routers to maintain per-content state information. A domain is considered as a whole by these five schemes. In contrast to on-path caching,
off-path caching owns a higher cache hits, but has limited scalability due to per-content state required for routing.

Hybrid techniques of on-path caching and off-path caching are also explored. By exploiting nearby and multiple content copies for the efficient delivery, SCAN [11] exchanges the information of the cached contents using Bloom filter. Compared with IP routing, SCAN can offer reduced delivery latency, reduced traffic volume, and load balancing among links. Hybrid techniques are supposed to mix features of on-path and off-path techniques and balance the performance of scalability and cache hits.

3. PROBLEM ANALYSIS

As mentioned above, both on-path caching and off-path caching have advantages and disadvantages. Redundancy of contents caching makes on-path caching have limited cache hits even if it do well in scalability. Oppositely, the shortness of off-path caching is limited scalability which is caused by per-content state required for routing. Problems of on-path caching and hash caching are depicted in Fig. 1 and Fig. 2 respectively. To solve above problems, the goals we are going to achieve are as follows:

- Improving cache hit: increase of cache hit means reduction in bandwidth usage;
- Reducing caching redundancy: caching has been traditionally used to reduce traffic redundancy;
- Efficient utilization of available cache resources can improve cache diversity and routing robustness;
- Balancing distribution of content among available caches.

4. CLUSTER-BASED IN-NETWORKING CACHING

As mentioned earlier, the same content will be accessed by many users due to popularity. Thus, network traffic exhibits high redundancy. Although CCN allows individual nodes manage local caches in order to reduce redundancy, redundancy can freely appear across different nodes, i.e., different nodes store copies of the same content. This is caused by the default ubiquitous LRU caching scheme and the support of multi-path routing. Motivated by these, we will introduce our solution, Cluster-based In-networking Caching, in this section.
4.1 Overview
We assume that topologies of networks are plane. Let $G = (V, E)$ be the graph representing the network where $|V| = N$, $N$ is the number of nodes in the network) are the nodes and $E$ are the edges in the graph. By using cluster algorithm, we divide the network into $K$ clusters. Furthermore, we design corresponding routing policies for inter-cluster and intra-cluster. In each cluster, there is no cache redundancy. To assure that, not only contents in a node are different from each other, but content in different nodes of a cluster are not same.

![Fig. 3 An example of cluster-based in-networking caching](image)

4.2 Improved K-medoids cluster algorithm
The cluster algorithm is described in Algorithm 1, the improved K-medoids cluster algorithm. It needs two input parameters: $K$ and $G$. The parameter $K$ is currently assumed to be predefined based on the scale of the network, while the parameter $G = (V, E)$ demonstrates the graph of the network, $|V| = N$, $N$ is number of network nodes and $E$ is edges of the network. The result of the algorithm is $K$ parts division of the network, i.e., $K$ clusters. We replace the Euclidean distance in k-medoids clustering with new defined distance with Eq. 1 between two nodes. The reason is that Euclidean distance cannot reflect the real relationship between nodes in networks. Eq. 1 is used to calculate distance value of any node $i$ to centroid node of cluster $k$:

$$
\text{dis}^i_k = \frac{d_i}{D} \times \frac{B}{b_i} \times \frac{C}{c_i} \times h_i
$$

(1)

Where $i \neq k$ and $D$ is average delay of all pair nodes in Network $d_i$ is the delay from node $i$ to node $k$ by the shortest path; $B$ is average bandwidth of all pair nodes in network, $b_i$ is the average bandwidth from node $i$ to node $k$ by the shortest path; $C$ is average cache size of all nodes on the path of each pair nodes in network; $c_i$ is the cache size of nodes on the shortest path from node $i$ to node $k$; $h_i$ is the hops from node $i$ to node $k$ by the shortest path.

Algorithm 1 The improved K-medoids cluster algorithm

Input: $K$, predefined according the scale of networks;
G = (V,E), the graph of the network, |V| = N.

N is number of nodes of the whole network.

Output: K clusters, divide the network into K parts
1. Delete nodes with only one edge;
2. Choose K nodes who have most number of edges;
3. Set the K nodes as initial centroids of K clusters;
4. For each node i, calculate its dis\textsuperscript{i,k} from centroid node of cluster k (k ∈ {1,K}) by Eq. 1; add node i into the cluster with the smallest distance value;
5. For each cluster k, ∀ node i, j ∈ k, calculate Dis\textsuperscript{i,k} by Eq. 2; set the node with smallest Dis\textsuperscript{i,k} value as the new centroids of cluster k;
6. Repeat 3 and 4 until centroids are not change.

The following equation is used to calculate average distance from node i to other nodes in cluster k.

\[
\text{Dis}_i^k = \frac{1}{|k|} \sum_{i \neq j} \frac{\sum_{k \in |k|} d_i^j B \times C \times h_i}{D}
\]

4.3 Virtual Distributed Hash Table (VDHT)

To control and manage the contents stored in each cluster, each cluster holds only one Virtual Distributed Hash Table (VDHT). The VDHT is made up of CSs of all nodes in the cluster. Each CS of the node is indicated by the node ID. In a cluster, all nodes have a same hash function. When an Interest comes in a cluster through any nodes of the cluster, the receiving node calculates the location of caching node, node ID, by the hash function according to the ID of requested chunk. Then the Interest will be delivered to the corresponding node.

\[\text{chunk ID} \]

\begin{tabular}{cccccc}
content name & version & sequence number & cluster ID & node ID & other filed
\end{tabular}

![Fig. 6 An example of VDHT of a cluster](image)

A simple VDHT of that cluster is shown in Fig. 6. To illustrate the components and functions of VDH Ts, we assume there are four nodes in a cluster. The CSs of Node 1, Node 2, Node 3 and Node 4 construct VDHT as a whole. Each CS of the four nodes is indicated by node ID, Node 1, Node 2, Node 3 and Node 4, in the VDHT. When a Interest for chunk comes in the cluster through any of them, such as Node 3, then Node 3 calculates the node ID according the chunk ID by hash function, Node 1 for example. After that, the Interest will be forwarded from Node 3 to Node 1 and Node 1 checks the CS to make sure whether the requested chunk is cached here or not.

4.4 Intra-cluster and Inter-cluster forwarding

Before introducing routing polices, we first present the components of redesigned Interest packet and Data packet. An Interest packets consists content name, version, sequence number, cluster ID, node ID and other filed. Content name, version and sequence number is named as chunk ID. An example of Interest packet is shown in Fig. 7. Similarly, the header of a Data packet is similar with Interest.

![Fig. 7 An example of Interest packet](image)

In cluster-based caching, we use Algorithm 2, the intra-cluster forwarding algorithm, to route Interest between nodes belonging to the same cluster. When an Interest received by a node, the node firstly check if the cluster ID of Interest is same with its own cluster ID. If they are not same, it means that it is the first time that the Interest comes in the cluster. Then the node copies its cluster ID to Interest.clusterID, calculates a hash value using the Hash function according to the Interest.chunkID and gives it to Interest.nodeID, then forwards the Interest to the node with Interest.nodeID. However, if Interest.clusterID equals the cluster ID of the node, it means that this is intra-cluster forwarding. Then the node checks whether Interest.nodeID equals its own ID or not. This step is check whether the node is the location of the chunk that Interest request. If they are not equal, the node forwards the Interest to the node with Interest.nodeID. Conversely, the node is the location of the requested chunk, and then the node checks its CS to find the requested chunk. If the chunk exits, the node returns it, or the node forwards the Interest to the direction of the server.

Algorithm 2 The Intra-cluster Interest forwarding Algorithm

Input: Interest;
Output: Forwarding decision
1. if Interest.clusterID ≠ my.clusterID then
2. Interest.clusterID ← my.clusterID;
3. Interest.nodeID ← Hash(Interest.chunkID);
4. Forward the Interest to the node with nodeID;
5. else
6 if Interest.nodeID ≠ my.nodeID then
7 Forward the Interest to the node with Interest.nodeID;
8 else
9 if the request Data cached in CS then
10 return Data;
11 else
12 Forward the Interest to Server;
13 End if
14 End if
15 End if

After Data packet generated, the Data packet is forwarded by reverse route of the Interest and stored in the node with Data.nodeID on the first cluster it passed through. Among clusters, we use on-path caching. Here we use LCD. In inter-cluster forwarding case, when data already cached in current cluster, data packet will be cached in the next cluster data packet passed through. Fig. 8 shows an example of inter-cluster routing. After someone has requested a.file, a.file was cached in node 7 in Cluster 2. When other users request a.file through nodes in Cluster 1, a.file will be delivered to Cluster 1 and stored in node 5 as depicted.

5. Performance Evaluation
We evaluate the performance of cluster-based networking caching by extending the ccnSim [22], which is a CCN simulator based on OMNET++ [23]. For the comparison, we also implement Hash scheme, ProbCache, LCE on the ccnSim simulator.

5.1 Simulation Settings
In simulation, a network is modeled as a graph G(n,p), where n is the number of nodes in the network and p is the probability of a connecting link exists between two nodes. GT-ITM [24] is used to generate a topology simulating the Internet, whose n = 50, p = 0.3. Links between nodes are characterized by their bandwidth and propagation delay. The bandwidth of each link is randomly chosen from a set {100Mbs, 150Mbs, 200Mbs} and link propagation delays range from 1ms to 5ms. We divide the network into 6 clusters.

We use the Mandelbrot-Zipf distribution model to calculate the content popularity. Unless otherwise specified, we set α = 0.9 and q = 0.25. There are two repositories which store the same content. Among the nodes, we randomly select 2 nodes which are connected to repository. The network has 10 client users which are connected to its border nodes. Users perform File-level requests according to a Poisson process with exponentially distributed arrival times at a 2 Hz rate. All caching schemes have been evaluated assuming that the chunk size is 10KB; file size is about 10^3 chunks; catalog size is up to 10^7 files. We select cache sizes of 10 GB and keep the ratio of cache over catalog on the order of 10^4 (Cache/Catalog = 10^4). Contents are evicted according to a Least Recently Used (LRU) policy (evicts the least recently used packet) and are cached by decision ALWAYS policy (caches every chunk it receives). For clarity, we list parameters described above and other parameters in Table 1.

In order to assess the performance of the cluster-based caching, we implement following schemes:

- Cluster: Cluster-based caching scheme proposed in this paper;
- Hash: Symmetric hash routing proposed in [13];
- ProCache: cache content along the path by probability;
- LCE: cache everything everywhere.

We compare the four schemes by focusing on two metrics:

1) cache hit ratio, which represents the capability of the caching scheme to reduce the amount of redundant traffic;

![Table 1: Simulation parameters](image-url)
2) link load, which is used to evaluate the efficiency of data transmission on network;
3) average data retrieve time, which denotes performance of network in user view.

Cache hit ratio and link load are measured for four schemes under varying content popularity distribution skewness and cache over catalog ratio. Content popularity distribution skewness is represented by parameter $\alpha$ and $q$ of the Mandelbrot-Zipf.

5.2 Simulation Results

The simulation results are depicted from Fig. 9 to Fig. 12. Fig. 9 and Fig. 10 show the changing curves of cache hit ratio of four schemes with varying cache over catalog ratio and varying content popularity skewness.

The affections of changing cache over catalog ratio and varying content popularity skewness on the link load of the network are represented on Fig. 11 and Fig. 12. From the Fig. 9, we can get that with the increase of cache over catalog ratio, the cache hit ratio of all schemes increased. Further, all the off-path schemes, Cluster-based caching and Hash routing, have higher cache hit ratio than on-path schemes, ProCache and LCE. More specifically, Cluster-based caching scheme outperforms than ProCache and LCE, while it does worse than Hash routing scheme. This phenomenon is caused by that cluster-based caching using cluster method to improve the cache diversity of the network compared with ProCache and LCE, while hash routing has higher cache diversity than that of cluster-based caching by making all contents of the network stored are different.

The results showed in Fig. 10 are similar with Fig. 9. However, the difference between them is that the gaps between lines in Fig. 10 are smaller than that in Fig. 9. From that we can conclude that cache over catalog ratio does more effect on the cache hit ratio than content popularity skewness does.
two off-path schemes, link loads of cluster-based caching are extraordinarily smaller than that of hash scheme. The reason for that is cluster reducing the redundant routes as Fig. 5 depicted. Link loads are varying with changing content popularity skewness is shown in Fig. 12. As we can see the changing lines are similar with lines in Fig. 11.

6. CONCLUSION
In this paper, we proposed a cluster-based caching mechanism to improve cache hit, reduce caching redundancy, and balance distribution of content among available caches. In the cluster-based caching mechanism, we designed the improved K-medoids cluster algorithm to cluster the whole network into clusters. Virtual Distributed Hash Table (VDHT) was designed to efficiently control and manage the resources and contents stored in each cluster. We also proposed different policies for intra cluster routing and inter cluster routing to effective routing. Through simulations, our cluster-based in-networking caching outperforms than on-path caching schemes, ProCache and LCE in terms of cache hit ratio. It also do better in link load compared with hash schemes. To conclude, our cluster-based in-networking caching mechanism improves the cache hit ratio and reduce link load of the network. We plan to extend our work on automatically generating the scale of clusters and the number of clusters of a network.

7. REFERENCES


